INDEPENDENT SERVICE AUDITOR’S SOC 3 REPORT

FOR THE

CLOUD INFRASTRUCTURE PLATFORM

FOR THE PERIOD OF DECEMBER 1, 2020, TO DECEMBER 31, 2021
INDEPENDENT SERVICE AUDITOR’S REPORT

To DigitalOcean, LLC:

Scope

We have examined DigitalOcean, LLC’s (“DigitalOcean”) accompanying assertion titled “Assertion of DigitalOcean, LLC Service Organization Management” (“assertion”) that the controls within DigitalOcean’s Cloud Infrastructure Platform system (“system”) were effective throughout the period December 1, 2020, to December 31, 2021, to provide reasonable assurance that DigitalOcean’s service commitments and system requirements were achieved based on the trust services criteria relevant to security and availability (applicable trust services criteria) set forth in TSP section 100, Trust Services Criteria for Security, Availability, Processing Integrity, Confidentiality, and Privacy (AICPA, Trust Services Criteria).

DigitalOcean uses various subservice organizations for data center services. The description of the boundaries of the system indicates that complementary subservice organization controls that are suitably designed and operating effectively are necessary, along with controls at DigitalOcean, to achieve DigitalOcean’s service commitments and system requirements based on the applicable trust services criteria. The description of the boundaries of the system does not disclose the actual controls at the subservice organizations. Our examination did not include the services provided by the subservice organizations, and we have not evaluated the suitability of the design or operating effectiveness of such complementary subservice organization controls.

Service Organization’s Responsibilities

DigitalOcean is responsible for its service commitments and system requirements and for designing, implementing, and operating effective controls within the system to provide reasonable assurance that DigitalOcean’s service commitments and system requirements were achieved. DigitalOcean has also provided the accompanying assertion about the effectiveness of controls within the system. When preparing its assertion, DigitalOcean is responsible for selecting, and identifying in its assertion, the applicable trust services criteria and for having a reasonable basis for its assertion by performing an assessment of the effectiveness of the controls within the system.

Service Auditor’s Responsibilities

Our responsibility is to express an opinion, based on our examination, on whether management’s assertion that controls within the system were effective throughout the period to provide reasonable assurance that the service organization’s service commitments and systems requirements were achieved based on the applicable trust services criteria. Our examination was conducted in accordance with attestation standards established by the American Institute of Certified Public Accountants. Those standards require that we plan and perform our examination to obtain reasonable assurance about whether management’s assertion is fairly stated, in all material respects. We believe that the evidence we obtained is sufficient and appropriate to provide a reasonable basis for our opinion.

Our examination included:

- Obtaining an understanding of the system and the service organization’s service commitments and system requirements;
- Assessing the risks that controls were not effective to achieve DigitalOcean’s service commitments and system requirements based on the applicable trust services criteria; and
- Performing procedures to obtain evidence about whether controls within the system were effective to achieve DigitalOcean’s service commitments and system requirements based on the applicable trust services criteria.

Our examination also included performing such other procedures as we considered necessary in the circumstances.
**Inherent Limitations**

There are inherent limitations in the effectiveness of any system of internal control, including the possibility of human error and the circumvention of controls.

Because of their nature, controls may not always operate effectively to provide reasonable assurance that DigitalOcean’s service commitments and system requirements were achieved based on the applicable trust services criteria. Also, the projection to the future of any conclusions about the effectiveness of controls is subject to the risk that controls may become inadequate because of changes in conditions or that the degree of compliance with the policies or procedures may deteriorate.

**Opinion**

In our opinion, management’s assertion that the controls within DigitalOcean’s Cloud Infrastructure Platform system were effective throughout the period December 1, 2020, through December 31, 2021, to provide reasonable assurance that DigitalOcean’s service commitments and system requirements were achieved based on the applicable trust services criteria is fairly stated, in all material respects.

_Scheiman & Company, LLC_

Columbus, Ohio
February 28, 2022
We are responsible for designing, implementing, operating, and maintaining effective controls within DigitalOcean, LLC’s (“DigitalOcean”) Cloud Infrastructure Platform system (“system”) throughout the period December 1, 2020, to December 31, 2021, to provide reasonable assurance that DigitalOcean’s service commitments and system requirements relevant to security and availability were achieved. Our description of the boundaries of the system is presented below and identifies the aspects of the system covered by our assertion.

We have performed an evaluation of the effectiveness of the controls within the system throughout the period December 1, 2020, to December 31, 2021, to provide reasonable assurance that DigitalOcean’s service commitments and system requirements were achieved based on the trust services criteria relevant to security and availability (applicable trust services criteria) set forth in TSP section 100, Trust Services Criteria for Security, Availability, Processing Integrity, Confidentiality, and Privacy (AICPA, Trust Services Criteria). DigitalOcean’s objectives for the system in applying the applicable trust services criteria are embodied in its service commitments and systems requirements relevant to the applicable trust services criteria. The principal service commitments and system requirements related to the applicable trust services criteria are presented below.

There are inherent limitations in any system of internal control, including the possibility of human error and the circumvention of controls. Because of these inherent limitations, a service organization may achieve reasonable, but not absolute, assurance that its service commitments and system requirements are achieved.

We assert that the controls within the system were effective throughout the period December 1, 2020, to December 31, 2021, to provide reasonable assurance that DigitalOcean’s service commitments and systems requirements were achieved based on the applicable trust services criteria.
DESCRIPTION OF THE BOUNDARIES OF THE CLOUD INFRASTRUCTURE PLATFORM SYSTEM

Company Background

DigitalOcean, founded in 2012, is based in New York and provides cloud services to deploy, manage, and scale applications with the intent of removing infrastructure friction and providing predictability. The DigitalOcean cloud services provide its customers with a user interface and application programming interfaces (APIs), a robust set of features, tutorials, and a library of open source resources.

Description of Services Provided

DigitalOcean’s Cloud Infrastructure Platform allows users to build, deploy, and scale applications while leveraging the services of DigitalOcean for the handling, provisioning, and managing of infrastructure, databases, and operating systems. Furthermore, DigitalOcean’s products and services are virtualized to help ensure it has the ability to scale to meet demand.

DigitalOcean’s Infrastructure as a Service (IaaS) products include droplets, block storage, and spaces while its Platform as a Service (PaaS) products include Kubernetes, managed databases, app platform, and container registry.

IaaS Offerings

Droplets
Droplets are Linux-based virtual machines (VMs) that run on top of virtualized hardware. Each Droplet created is a new server customers can use, either standalone or as part of a larger, cloud-based infrastructure.

Block Storage
Block storage volumes are network-based block devices that provide additional data storage for Droplets. Droplets are moveable and can be resized at any time.

Spaces
Spaces is an S3-compatible object storage service that allows for the storage of large amounts of data. Each Space is a bucket to store and serve files. The free, built-in Spaces content delivery network minimizes page load times, improves performance, and reduces bandwidth and infrastructure costs.

PaaS Offerings

Kubernetes
DigitalOcean Kubernetes (DOKS) is a managed Kubernetes service that allows for the deployment of Kubernetes clusters without the complexities of handling the control plane and containerized infrastructure. Clusters are compatible with standard Kubernetes toolchains and integrate natively with DigitalOcean load balancers and block storage volumes.

Managed Databases
Managed Databases are a fully managed database cluster service. Using managed databases is an alternative to installing, configuring, maintaining, and securing databases manually.

App Platform
App Platform allows developers to publish code directly to DigitalOcean servers without having to manage the underlying infrastructure.

App Platform can either automatically analyze and build code from your GitHub, GitLab or public Git repositories and publish applications to the cloud or publish a container image already uploaded to DigitalOcean Container...
Registry or Docker Hub. It also has lifecycle management features, vertical and horizontal scaling, push-to-deploy support, introspection and monitoring features, built-in database management and integration.

**Container Registry**

The DigitalOcean Container Registry (DOCR) offers the security of a private Docker image registry, with extra tool support that enables easy integration with Docker environments and DOKS clusters. These registries are private and co-located in the datacenters where DOKS clusters are operated, to help ensure secure, stable, and performant rollout of images to your clusters.

**System Boundaries**

A system is designed, implemented, and operated to achieve specific business objectives in accordance with management-specified requirements. The purpose of the system description is to delineate the boundaries of the system, which includes the services outlined above and the five components described below: infrastructure, software, people, procedures, and data.

**Principal Service Commitments and System Requirements**

DigitalOcean designs its processes and procedures related to the Cloud Infrastructure Platform system to meet its business objectives for the DigitalOcean cloud offerings. Those objectives are based on service commitments that the organization makes to user entities, the laws and regulations that govern the provisioning of its cloud offerings, and the financial, operational, and compliance requirements that the organization has established for the services. The Cloud Infrastructure Platform system is subject to the relevant regulatory, industry, and data security requirements in which DigitalOcean operates.

The security and availability commitments to user entities are documented and communicated to customers in service agreements and company policies. The principal security commitments are standardized and include, but are not limited to, the following:

- Maintain written information security policies that define security controls based on DigitalOcean’s assessment of risk to personal data that it processes and its information systems.
- Employ security technologies and measures designed to protect information from unauthorized access, use, or disclosure of DigitalOcean management network and assets.
- Encrypt customer data in transit between the DigitalOcean’s management network and infrastructure.
- Conduct a variety of regular internal and external audits that are inclusive of security operations.
- Grant access to DigitalOcean assets based on least-privileges principles.
- Utilize logging and monitoring tools to analyze service, user, and security events.
- Maintain infrastructure within multiple availability zones in geographic regions physically separated from one another of DigitalOcean management network and assets.
- Maintain monitoring mechanisms over infrastructure to check server performance, data, traffic, and load capacity and to detect and route issues experienced by hosts in real time and employ orchestration tooling that has the ability to regenerate hosts.

DigitalOcean establishes operational requirements that support the achievement of the principal service commitments, relevant laws and regulations, and other system requirements. These requirements are communicated in DigitalOcean’s information security policies, service agreements, and training documentation and include, but are not limited to, the following:

- Information security policies are documented and made available to workforce members.
- Enforcing authentication requirements for in-scope systems.
• Requiring formal approval by a workforce member’s direct supervisor for access provisioning requests and revoking access to in-scope systems upon termination of personnel.
• Encrypting web communication sessions using the TLS encryption protocol.
• Collecting data from in-scope systems and production hosts to analyze system performance, resource utilization, and potential security vulnerabilities.
• Utilizing a vulnerability scanning tool and bug bounty program to identify and mitigate system vulnerabilities.
• Penetration tests are performed by third-party vendors annually to identify threats from sources outside the boundaries of the system and assess their potential impact to the system.

In accordance with our assertion, and the description criteria, the aforementioned service commitments and requirements are those principal service commitments and requirements common to the broad base of users of the system and may therefore not fully address the specific service commitments and requirements made to all system users, in each individual case.

Infrastructure and Software

The infrastructure supporting the DigitalOcean Cloud Infrastructure Platform production systems are hosted from multiple regional facilities (“regions”) that reside in facilities that are managed by various collocated data centers. Available regions are located in the United States, United Kingdom, Singapore, Netherlands, Canada, India, and Germany. DigitalOcean offers an IaaS platform for software developers and provides a PaaS offering for application development. The production systems consist of multi-tier virtualized architecture comprised of web and database servers, storage and content delivery systems, and network and application monitoring tools.

As part of the cloud computing and center data hosting services, the collocated data centers are responsible for providing the physical safeguarding of the Information Technology (IT) infrastructure to help ensure that unauthorized access to the IT infrastructure does not occur, as well as providing environmental safeguards (e.g., uninterrupted power supply, temperature control, fire suppression, etc.) against certain environmental threats.

People

• Executive Management – responsible for overseeing company-wide activities, establishing, and accomplishing goals, and overseeing objectives.
• Security – responsible for creating policies, standards, and procedures that relate to and enforce the risk, governance, privacy, and compliance posture of the organization.
• CloudOps/Product – responsible for designing, building, and maintaining products while adhering to data protection, privacy, and security standards.
• Data Center Operations – responsible for access provisioning and deprovisioning requests made to collocated data center providers.
• IT – responsible for management of employee endpoints and employee account lifecycle management.
• People Operations – responsible for talent acquisition, talent strategy, and total rewards.
• Legal – responsible for general counsel operations and external facing policies and terms.
• Customer Success and Support – responsible for troubleshooting and resolving customer software usage issues.

Procedures

Human Resources (HR) and Training

DigitalOcean’s HR policies and practices relate to employee hiring, orientation, training, evaluation, counseling, promotion, compensation, disciplinary activities, and termination. Established pre-hire screening procedures are
performed for new personnel based on established hiring policies and procedures. Personnel are provided with information security policies, the acceptable use policy, and an employee handbook so that the responsibility and accountability for upholding business values and organizational policies / procedures is clear. Personnel are also evaluated during performance reviews for their conduct and adherence to DigitalOcean values.

Access Authentication and Authorization

Access to DigitalOcean system information, including confidential information, is protected by authentication and authorization mechanisms, which are defined in documented policies and procedures to help guide personnel in logical security requirements. The documented policies and procedures provide guidance to personnel in information security practices such as password requirements, the acceptable use of company resources, access provisioning, and access removal. Additionally, administrative access privileges to the aforementioned in-scope systems restricted to authorized personnel.

Access Requests and Access Revocation

Access provisioning and deprovisioning procedures are formalized. A ticketing system is used to document, manage, and track access provisioning requests and access removal requests when an employee or contractor, collectively referred to as workforce members, is hired or terminated.

System Security and Monitoring

Logging and monitoring solutions are in place to analyze, identify, and report possible or actual security vulnerabilities or malicious activity on production hosts to the security team. The logging and monitoring systems are configured to alert CloudOps or security team personnel of issues that meet and/or exceed predefined thresholds, at which point identified findings are investigated and corrective actions are taken as necessary. Potential vulnerabilities are identified through evaluations such as vulnerability and penetration testing. Identified issues are tracked formally and resolved. A bug bounty program is also used to identify and report vulnerabilities and threats. The product security team reviews identified vulnerabilities, which are triaged and monitored through resolution using the ticketing system.

Web communication sessions are encrypted, and encrypted VPNs are used for remote access to ensure the security and integrity of the data passing over the public network.

Incident Response

DigitalOcean’s formal incident response policies and procedures detail how an incident is handled through identifying, containing, remediating, and documenting security incidents. A ticketing system is utilized by the security incident response team to track and manage security incidents, response, and resolution.

Change Management

DigitalOcean has implemented policies and procedures to guide personnel in the request, documentation, and approval of DigitalOcean products and services to be added and subsequently managed within a source code repository. DigitalOcean utilizes an automated deployment tool to support a continuous integration / continuous deployment (CI / CD) model for managing infrastructure as code. A production pipeline is configured within the automated deployment tool for each added product or service as a component of the OAR process and, once a pipeline build is created, changes made within the source code repository undergo the configured steps included in the build such as automated testing.

The CI/CD workflow is configured to alert release engineering personnel upon alterations being made to the pipeline build configurations, which include the automated testing requirement for products and services with a defined severity level of one or two. The ability to make such changes to pipeline builds for products and services with a defined severity level of one or two is restricted to authorized personnel. Additionally, pipeline builds are configured to require validation testing for changes to existing pipeline builds within the automated deployment tool to help ensure that alterations will not negatively impact the build and deployment of the infrastructure changes.

Business Continuity and Disaster Recovery

Digital Ocean service team owners maintain business continuity and disaster recovery plans that detail how managed services with customer-facing environments sustain availability in the event of a single datacenter failure.
The business continuity and disaster recovery plans managed by service team owners with customer-facing environments are documented, assessed, and tested annually.

**Media Disposal / Destruction**

Asset removal and disposal policies are in place to guide personnel in the disposal of assets to ensure data and software is unrecoverable prior to decommissioning physical assets. Third parties are contracted to destroy physical hardware maintained a collocated data centers prior to asset disposal. Contracted third parties provide a certificate of destruction upon completion of destruction services for physical production assets.

**Vendor Management**

Security management considers the identification and assessment of risks and mitigation activities associated with vendors and business partners during the risk assessment and mitigation activities. Furthermore, security personnel perform due diligence on vendors that could potentially store or access customer data by reviewing the vendor’s third-party compliance reports or requiring a completed security questionnaire as a component of the onboarding process. DigitalOcean’s security commitments and obligations, including those made the responsibility of DigitalOcean’s vendors and business partners are further documented and communicated through the terms of service made available via the company’s website. Ongoing relationships with vendors are evaluated during the contract renewal process, just as during onboarding.

**Access to Collocated Facilities**

New and modified workforce member access to collocated data centers is required to be documented within the ticketing system upon communication of the request to the respective collocated data center. Physical access termination requests for workforce members are documented in the ticketing system as a component of the termination process.

**Data**

The following table describes the information used and supported by the system.

<table>
<thead>
<tr>
<th>Data Description</th>
<th>Data Reporting</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Droplet metadata</td>
<td>Droplet metadata can be accessed using the client URL command line tool with a special static IP address.</td>
<td></td>
</tr>
<tr>
<td>Droplet user data</td>
<td>User data is provided to a droplet when it’s created and cannot be modified thereafter. The data can be accessed using the client URL command line tool.</td>
<td>Restricted</td>
</tr>
<tr>
<td>Stored files</td>
<td>Files are stored in buckets, which are used as part of the spaces object storage service. The data stored in the buckets is accessible by authorized user personnel controlled via restricted access keys.</td>
<td></td>
</tr>
</tbody>
</table>
### Data Used and Supported by the System

<table>
<thead>
<tr>
<th>Data Description</th>
<th>Data Reporting</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOKS cluster metrics</td>
<td>DOKS includes metrics to provide insight into the health of a user’s Kubernetes clusters and deployments. Metric data is made available via the user’s DigitalOcean overview page that is accessible by authorized user personnel.</td>
<td></td>
</tr>
<tr>
<td>App platform logs</td>
<td>Logs are captures of the activity related to the user’s application. Logs are available to authorized user personnel via the control plane or from the command line.</td>
<td>Restricted</td>
</tr>
<tr>
<td>Infrastructure, service, and</td>
<td>Available to users via database storage for which access is restricted to authorized user personnel.</td>
<td></td>
</tr>
<tr>
<td>secondary program logs</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Subservice Organizations

The data center hosting services provided by collocated data centers were not included within the scope of this examination. The following table presents the applicable trust services criteria that are intended to be met by controls at collocated data centers, alone or in combination with controls at DigitalOcean, and the types of controls expected to be implemented at collocated data centers to meet those criteria.

<table>
<thead>
<tr>
<th>Control Activities Expected to be Implemented by Collocated Data Centers</th>
<th>Applicable Trust Services Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collocated data centers are responsible for implementing controls that ensure physical access to data center facilities, backup data, and other system components such as virtual systems and servers is restricted.</td>
<td>CC6.4, CC6.5</td>
</tr>
<tr>
<td>Collocated data centers are responsible for implementing controls that ensure the data center facilities are equipped with physical and environmental security safeguards.</td>
<td>A1.2</td>
</tr>
</tbody>
</table>

### User Entity Responsibilities

Certain activities may be specified in agreements between the user entity and the service organization, user manuals, and other communications. Most of these activities are needed for the user entity to derive value from the service and do not affect the ability of the service organization to achieve its service commitments and system requirements. These activities are referred to as user entity responsibilities. Such user entity responsibilities for the Cloud Infrastructure Platform as identified by DigitalOcean include, but are not limited to, the following:

<table>
<thead>
<tr>
<th>#</th>
<th>User Entity Responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>User entities are responsible for ensuring the supervision, management, and control of the use of DigitalOcean’s services by their personnel.</td>
</tr>
<tr>
<td>2.</td>
<td>User entities are responsible for understanding and complying with their contractual obligations to DigitalOcean.</td>
</tr>
<tr>
<td>#</td>
<td>User Entity Responsibilities</td>
</tr>
<tr>
<td>----</td>
<td>-----------------------------------------------------------------------</td>
</tr>
<tr>
<td>3.</td>
<td>User entities are responsible for immediately notifying DigitalOcean of any actual or suspected security breaches, including compromised user accounts.</td>
</tr>
<tr>
<td>4.</td>
<td>User entities are responsible for the security and privacy of data while using DigitalOcean products.</td>
</tr>
<tr>
<td>5.</td>
<td>User entities are responsible for establishing and maintaining strong passwords and secure single sign-on and/or multi-factor authentication credentials to the DigitalOcean user interface.</td>
</tr>
<tr>
<td>7.</td>
<td>User entities are responsible for developing their own disaster recovery and business continuity plans that address the inability to access or utilize DigitalOcean services.</td>
</tr>
<tr>
<td>8.</td>
<td>User entities are responsible for developing their own data backup procedures that address the inability to access or utilize DigitalOcean services.</td>
</tr>
</tbody>
</table>

**Complementary Controls at User Entities**

Complementary user entity controls are not required, or significant, to achieve the service commitments and system requirements based on the applicable trust services criteria.

**Trust Services Criteria Not Applicable to the In-Scope System**

All criteria within the security and availability are applicable to the Cloud Infrastructure Platform system.